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ABSTRACT 
 

 This article aims to study the Analysis of Covariance (ANCOVA) techniques when the 

distribution of error terms are non-normal distributions. The Weibull Distribution is used 

for the error terms. A new method known as the modified maximum likelihood (MML) is 

used to derive the estimators of the model parameters. Simulations are performed to 

investigate the least squares (LS) method and the modified maximum likelihood method 

via two criteria, the bias, and the mean square error. The simulation results show that the 

proposed estimators are more efficient compared with the conventional least squares 

estimators. 
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1. INTRODUCTION 
 

 The main goal of this article is to introduce a new method to estimate the ANCOVA 

parameters when the distribution of error terms are non-normal distributions. This method 

is called modified maximum likelihood (MML). For the error terms, Weibull distribution 

is assumed. The analysis of covariance (ANCOVA) was originally developed by Fisher 

(1932) to reduce error variance in experimental studies. The value and use of ANCOVA 

have also received considerable attention in social science. ANCOVA is a linear model 

analysis of the design, which measures one or more concomitant continuous variables for 

each experimental unit along with the response variable. In order to reduce the residual 

variation. It is a general linear model that includes both the analysis of variance 

(categorical) predictors and regression (continuous) predictors. It combines one-way or 

two-way analysis of variance with a general linear regression model. See, [Birch and Myers 

(1982), Quinn and Keough (2002) and Shieh (2020)]. 
 

 The usual form of the one-way classification ANCOVA model with a single  

covariate is: 
 

𝑌𝑖𝑗 = 𝜇 + 𝛼𝑖 + 𝛽(𝑋𝑖𝑗 − 𝑋̅𝑖𝑗) + 𝑒𝑖𝑗  (1) 
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where: 𝑌𝑖𝑗  is the value of response variable, 𝜇 is the overall mean value of the response 

variable, 𝛼i is the effect of the 𝑖th level factor, β is the combined regression coefficient 

representing the pooling of the regression slopes of Y within each group; 𝑋𝑖𝑗 is the  

non-stochastic covariate value; 𝑋̅𝑖𝑗 is the general covariate mean, and 𝑒𝑖𝑗 is the 

independently and identically distributed (iid) random errors. 
 

 Alternatively, the model in (1) can also be written as  
 

𝑦𝑖𝑗 = 𝜇𝑖 + 𝜃𝑖𝑥𝑖𝑗 + 𝑒𝑖𝑗  𝑖 = 1,2, … , 𝐶 ; 𝑗 = 1,2, … , 𝑛𝑖 (2) 
 

via reparametrization of the model. 𝜇𝑖 is the effect associated with group i, and 𝜃𝑖 is the 

slope coefficient. For estimating the parameters in model (2), the error terms are 

traditionally assumed to be normally distributed with mean zero and variance 𝜎2.When the 

normality assumption is satisfied, least-squares estimators (LSE) are used. In practice, 

however, non-normal distributions are more prevalent. Much work has been interested to 

obtain efficient parametric estimators in ANCOVA under non-normal distributions. 

Senoglu (2007) considers the (ANCOVA) model with a single covariate when the 

distribution of error terms is short-tailed symmetric. See also [Senoglu and Tiku (2002), 

Senoglu and Avcioglu (2009) and Minsker and Wei (2017)]. 
 

 The originality of this article is assuming Weibull distribution for the errors in the  

one-way ANCOVA model. Since the maximum likelihood method does not provide 

explicit estimators for the parameters in the model (2), the modified maximum likelihood 

(MML) methodology is obtained. Our aim is to obtain explicit estimators of the model 

parameters in the model (2) under the assumption of Weibull distribution of the error terms. 

The estimators obtained from the MML methodology are compared with the estimators of 

Least Squares (LS). Two criteria are used to obtain, the bias and relative efficiency of the 

mean square error (MSE). The results of the simulation show that the modified maximum 

likelihood (MML) estimators are more efficient than Least Squares (LS) estimators for the 

one-way ANCOVA model with Weibull distribution of the error terms.  
 

 The structure of this essay is as follows: The introduction is in Section 1, and the 

discussion of the Weibull Distribution is in Section 2. Modified Maximum Likelihood 

Estimation (MMLE) is described in Section 3. Section 4 introduces the Main Results. The 

Simulation Study, conclusion and future work are all found in sections five and six, 

respectively. 
 

2. WEIBULL DISTRIBUTION 
 

 The Weibull probability distribution plays a very significant role in the statistical 

analysis and modeling of problems in the real life (Weibull (1951)). It is a very popular 

choice as a failure time distribution in life testing and reliability. Because of its flexibility, 

some modifications of the Weibull distribution have been made from several studies in 

order to best adjust the non-monotonic shapes. This distribution can be found with three 

parameters: scale, shape, and location. A random variable y would be expected to follow 

the Weibull distribution with the following density function: 
 

𝑓(𝑦) =
𝛽

𝜒
(

𝑦 − 𝛾

𝛽
)

𝛽−1

 𝑒
−(

𝑦−𝛾
𝜒

)
𝛽

 

𝑦 > 0, 𝜒 > 0, 𝛽 > 0, 𝛾 > 0 

 

(3) 
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where: 𝛽 is the shape parameter, also known as the Weibull slope. 

  𝜒 is the scale parameter. 

  γ is the threshold parameter. 
 

 Frequently, the threshold parameter is not used, and the value for this parameter can be 

set to zero. When this is the case, the pdf equation reduces to that of the two-parameter 

Weibull distribution. It has the following cumulative distribution function (cdf): 
 

𝐹(𝑦) = 1 − 𝑒
−(

𝑦
𝜒

)
𝛽

 
 

(4) 

 

 The corresponding probability density function (pdf) is: 
 

𝑓(𝑦) =
𝛽

𝜒
(

𝑦

𝛽
)

𝛽−1

 𝑒
−(

𝑦
𝜒

)
𝛽

, 𝑦 > 0, 𝜒 > 0, 𝛽 > 0 (5) 

 

 There are a number of methods for estimating the values of these parameters; some are 

graphical and others are analytical. Graphical methods include Weibull probability plotting 

and hazard plot. These methods are not very accurate, but they are relatively fast. The 

analytical methods include the maximum likelihood method, the least square method, and 

the method of moments. These methods are considered more accurate and reliable 

compared to the graphical method. See [Dolas (2014), Soumaya and Soufiane (2014), 

Ulrich et al. (2018), Ahmad et al. (2018) and Akram et al. (2022)]. 
 

3. MODIFIED MAXIMUM LIKELIHOOD ESTIMATION (MMLE) 
 

 Maximum Likelihood (ML) estimators of the parameters of the nonlinear function are 

difficult and lack explicit solutions. The modified maximum likelihood technique of 

estimating, according to Tiku (1967 and 1968), offers explicit solutions for estimators. 

Modified likelihood equations that are asymptotically equivalent to the likelihood 

equations are required. The MML estimates are asymptotically efficient, which is well 

known. a change to the maximum likelihood estimator that, under some circumstances, 

enables us to derive the estimators in closed-form formulations. The estimator has an 

asymptotic normal distribution and is consistent under moderate circumstances. It is also 

invariant under one-to-one transformations. Using the MML methodology, any non-

normal distribution at the location scale can be examined.  
 

 The MML estimator is employed in a variety of contexts, including ranked set sampling 

(RSS), as described by Zheng and Al-Saleh (2002), and a modification of ranked set 

sampling which called moving extremes ranked set sampling (MERSS) Chen et al. (2021). 
 

 The modified maximum likelihood estimators are created in the following manner, step 

by step: 
 

 The likelihood equations must first be translated into ordered statistics as the initial 

step. 
 

 The second stage involves applying Taylor series expansions to linearize the difficult 

elements in the likelihood equations. 
 

 The second step's results equations must be solved in order to obtain the adjusted 

maximum likelihood estimators in the final step. 
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Modified Maximum Likelihood Estimation Characteristics 

 The MMLE estimates are obvious, but they are not direct functions of the sample 

observations. As a result, they can be computed faster than maximum likelihood estimates. 

Additionally, the MMLE is asymptotically identical to the maximum likelihood if the 

regularity conditions are satisfied. On the other hand, the MMLE estimates are fair and 

almost totally effective in terms of the minimal variance bounds (MVBs), even for small 

samples. The MMLE method is essentially self-censoring because it gives the extremes 

minimal weight. They are explicit and easier to calculate than maximum likelihood 

estimates. They are also fair, almost entirely effective in terms of the minimum variance 

bounds, and unbiased. See also [Bhattacharyya (1985), Tiku and Suresh (1992), Vaughan 

and Tiku (2000), Vaughan (2002), Yang and Lin (2007), Balci et al. (2013), Acitas et al. 

(2020)  and Maswadah (2022)]. 

 

4. MAIN RESULTS 
 

 Traditionally, the distribution of the error terms is assumed to be normal. However, in 

many applications, populations that are far from being normal are more prevalent. In this 

article, the Weibull distribution is assumed for the error in the one-way ANCOVA model. 
 

 Consider the error of the linear model in equation (2) as follows: 
 

𝑒𝑖𝑗 = 𝑦𝑖𝑗 − 𝜇𝑖 − 𝜃𝑖𝑥𝑖𝑗  (6) 
 

𝑊(𝑒, 𝛾, 𝜎) = (
𝛾

𝜎
) (

𝑒

𝛾
)

𝛾−1

𝑒𝑥𝑝 {− (
𝑒

𝜎
)

𝛾

} , 0 < 𝑒 < ∞ (7) 

 

 Assume that 𝛾 is known. Let the variate 𝑧𝑖  be: 
 

𝑧𝑖(𝑗) = (𝑦𝑖[𝑗] − 𝜇𝑖 − 𝜃𝑖𝑥𝑖[𝑗]) 𝜎 ⁄  (8) 
 

 The likelihood equations are given by: 
 

 ∂lnL ∂μi⁄ = 0 , ∂lnL ∂θi⁄ = 0  and ∂lnL ∂σ⁄ = 0 
 

 To derive modified likelihood equations that have explicit solutions, the first order is 

𝑤𝑖 = 𝑦𝑖 − 𝜃𝑖𝑥𝑖  (For a given 𝜃𝑖) so that: 
 

𝑤𝑖(1) ≤ 𝑤𝑖(2) ≤ ⋯ ≤ 𝑤𝑖(𝑛) ;  𝑤𝑖(𝑗) = 𝑦𝑖[𝑗] − 𝜃𝑖𝑥𝑖[𝑗] ;  𝑧𝑖(𝑗) =
{𝑤𝑖(𝑗) − 𝜃0}

𝜎
 (9) 

 

 Are the ordered variates and (𝑦[𝑖], 𝑥[𝑖]) is that pair of observations (𝑦𝑖 , 𝑥𝑖) which 

corresponds to 𝑧𝑖(𝑗);  (𝑦𝑖[𝑗], 𝑥𝑖[𝑗]) may be called the concomitant of 𝑧𝑖(𝑗). 
 

 To estimate 𝜇𝑖 , 𝜃𝑖  and σ the likelihood equations expressed in terms of 𝑧𝑖(𝑗) are: 
 

𝜕𝑙𝑛𝐿

𝜕𝜇𝑖

= −
𝛾 − 1

𝜎
∑ 𝑧𝑖(𝑗)

−1  

𝑛𝑖

𝑗=1

+
𝛾

𝜎
∑ 𝑔(𝑧𝑖(𝑗))

𝑛𝑖

𝑗=1

= 0 (10) 

 

𝜕𝑙𝑛𝐿

𝜕𝜃𝑖

= −
𝛾 − 1

𝜎
∑ 𝑧𝑖(𝑗)𝑧𝑖(𝑗)

−1

𝑛𝑖

𝑗=1

+
𝛾

𝜎
∑ 𝑧𝑖(𝑗)𝑔(𝑧𝑖(𝑗))

𝑛𝑖

𝑗=1

= 0 (11) 
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𝜕𝑙𝑛𝐿

𝜕𝜎
= −

𝑛

𝜎
−

𝛾 − 1

𝜎
∑ 𝑧𝑖(𝑗)𝑧𝑖(𝑗)

−1

𝑛𝑖

𝑗=1

+ ∑ 𝑧𝑖(𝑗)𝑔(𝑧𝑖(𝑗))

𝑛𝑖

𝑗=1

= 0 (12) 

 

where 𝑔(𝑧) =
𝑒−𝑧

1−𝑒−𝑧 
 

 To obtain the MMLEs, linearize the 𝑔(𝑧𝑖(𝑗)) function and consider 
 

𝑔{𝑧𝑖(𝑗)} ≅ 𝛼𝑖𝑗 − 𝛽𝑖𝑗𝑧𝑖(𝑗) (13) 
 

 The coefficients 𝛼𝑖𝑗 and 𝛽𝑖𝑗 are obtained from the first two terms of a Taylor series 

expansion of 𝑔{𝑧𝑖(𝑗)} around 𝑡(𝑗). Approximate values of 𝑡(𝑗) are used and obtained from 

the equations. 
 

∫ [(𝛾𝑧𝛾−1)𝑒𝑥𝑝(−𝑧𝛾)]𝑑𝑧 =
𝑗

𝑛𝑗 + 1

𝑡(𝑗)

−∞

 , 1 ≤ 𝑗 ≤ 𝑛𝑖 (14) 

 

where 𝛼𝑖𝑗 = (2 − 𝛾)𝑡(𝑗)
𝛾−1

 and 𝛽𝑖𝑗 = (𝛾 − 1)𝑡(𝑗)
𝛾−1

 1 ≤ 𝑗 ≤ 𝑛𝑖   
 

 The following are the modified likelihood equations: 
 

𝜕𝑙𝑛𝐿

𝜕𝜇𝑖

≅
𝜕𝑙𝑛𝐿∗

𝜕𝜇𝑖

= 0 ,
𝜕𝑙𝑛𝐿

𝜕𝜃𝑖

≅
𝜕𝑙𝑛𝐿∗

𝜕𝜃𝑖

= 0,
𝜕𝑙𝑛𝐿

𝜕𝜎
≅

𝜕𝑙𝑛𝐿∗

𝜕𝜎
= 0. 

 

 The modified likelihood equations are obtained by incorporating the linear 

approximation of 𝑔{𝑧𝑖(𝑗)} from (13), in the likelihood equations given in (10), (11),  

and (12).  
 

∂lnL

∂μi

≅
∂lnL∗

∂μi

= −
γ − 1

σ
∑(αi0 − βi0zi(j)) 

ni

j=1

+
γ

σ
 ∑(αij − βijzi(j) )

ni

j=1

= 0 (15) 

 

𝜕𝑙𝑛𝐿

𝜕𝜃𝑖

≅
𝜕𝑙𝑛𝐿∗

𝜕𝜃𝑖

= −
𝛾 − 1

𝜎
∑ 𝑧𝑖(𝑗)(𝛼𝑖0 − 𝛽𝑖0𝑧𝑖(𝑗))

 

𝑛𝑖

𝑗=1

+
𝛾

𝜎
∑ 𝑧𝑖(𝑗)(𝛼𝑖𝑗 − 𝛽𝑖𝑗𝑧𝑖(𝑗) )

𝑛𝑖

𝑗=1

= 0 

 (16) 
 

𝜕𝑙𝑛𝐿

𝜕𝜎
≅

𝜕𝑙𝑛𝐿∗

𝜕𝜎
= −

𝑛

𝜎
−

𝛾 − 1

𝜎
∑ 𝑧𝑖(𝑗)(𝛼𝑖0 − 𝛽𝑖0𝑧𝑖(𝑗))

 

𝑛𝑖

𝑗=1

+ ∑ 𝑧𝑖(𝑗)(𝛼𝑖𝑗 − 𝛽𝑖𝑗𝑧𝑖(𝑗) )

𝑛𝑖

𝑗=1

= 0 

 

 

 

(17) 

 

 The solution of these equations are the following 𝑀𝑀𝐿𝐸𝑠  (𝑖 = 1,2, … , 𝑐): 
 

𝜇̂𝑖 = 𝑦̅𝑖[.] − 𝜃̂𝑖𝑥̅𝑖[.] − (
𝐴

𝑚
) 𝜎̂ (18) 

 

𝜃̂𝑖 = 𝐾 − 𝐷𝜎̂ (19) 

and 
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𝜎̂ =
{−𝐵 + √𝐵2 + 4𝑛𝐶}

2√𝑛(𝑛 − 2)
 (20) 

 

where 
 

𝛿𝑖 = (𝛾 − 1)𝛽𝑖0 + 𝛾𝛽𝑖𝑗 , 𝐴𝑖 = (𝛾 − 1)𝛼𝑖0 − 𝛾𝛼𝑖𝑗 ; 
 

𝑚 = ∑ 𝛿𝑖 , 𝐴 = ∑ 𝐴𝑖

𝑛

𝑖=1

𝑛

𝑖=1

 ; 

 

𝑦̅𝑖[.] = (1/𝑚) ∑ 𝛿𝑖𝑦[𝑖] , 𝑥̅𝑖[.]

𝑛

𝑖=1

= (1/𝑚) ∑ 𝛿𝑖

𝑛

𝑖=1

𝑥[𝑖] ; 

 

𝐾 = ∑ 𝛿𝑖

𝑛

𝑖=1

(𝑥[𝑖] − 𝑥̅𝑖[.])𝑦̅𝑖[.] ∑ 𝛿𝑖

𝑛

𝑖=1

(𝑥[𝑖] − 𝑥̅𝑖[.])
2

⁄  

 

𝐷 = ∑ 𝐴𝑖

𝑛

𝑖=1

(𝑥[𝑖] − 𝑥̅𝑖[.]) ∑ 𝛿𝑖

𝑛

𝑖=1

(𝑥[𝑖] − 𝑥̅𝑖[.])
2

; ⁄  

 

𝐵 = ∑ 𝐴𝑖{𝑦[𝑖] − 𝑦̅𝑖[.] − 𝐾(𝑥[𝑖] − 𝑥̅𝑖[.])}

𝑛

𝑖=1

 , 

 

𝐶 = ∑ 𝛿𝑖{𝑦[𝑖] − 𝑦̅𝑖[.] − 𝐾(𝑥[𝑖] − 𝑥̅𝑖[.])}
2

𝑛

𝑖=1

 

 

= ∑ 𝛿𝑖

𝑛

𝑖=1

(𝑦[𝑖] − 𝑦̅𝑖[.])
2

− 𝐾 ∑ 𝛿𝑖

𝑛

𝑖=1

(𝑥[𝑖] − 𝑥̅𝑖[.])𝑦̅𝑖[.] (21) 

 

 The Least Squares (LS) estimators for 𝜇𝑖 , 𝜃𝑖 , and 𝜎 are obtained from equations (21) by 

equating 𝛼𝑖𝑗 to zero and 𝛽𝑖𝑗 to one. 

 

5. SIMULATION STUDY 
 

 All results were obtained by using (R) program version 3.2.2. The simulation study is 

provided to compare two methods (𝐿𝑆, 𝑀𝑀𝐿) using different sample sizes. Three criteria 

are calculated, bias, mean square error (𝑀𝑆𝐸), and relative efficiency to evaluate the 

estimator. Where 𝑥𝑖𝑗  and 𝑦𝑖𝑗(1 ≤ j ≤ 𝑛𝑖) were generated all the (10000) runs. This was 

done for each 𝑖 = 1,2,3 the study design includes different sample sizes (𝑛𝑖
′𝑠) leading to a 

find with the parameter values. Therefore, a comparison was made among these methods. 

The 𝑥𝑖𝑗  values were generated only once to be common to all the (10000) runs. This was 

done for every three groups. Different sample sizes crossed with six parameter values of 

Weibull error distribution  
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Generating Data: 

 Sample data are created using Monte Carlo simulations. The bias and mean square error 

of the  𝜇𝑖  and 𝜃𝑖 estimators are computed to study their effectiveness. To create sample 

data, we employed Monte Carlo simulations. As beginning values for the parameters in our 

experiment, we used the following settings:  
 

  𝛽 = (1, 0.4277, 1.3792, 27.2913, 1.5974, 0.3240) (Charles (1994)). 
 

 The estimated values of the unknown parameters are obtained by fitting the data to 

the population model of the Weibull distribution. Without sacrificing generality, 𝛾 is set 

to equal 0.6, and σ is assumed to equal 1. Different instances are assumed depending on 

the sample size. 
 

1. Small equal sample size when 𝑛1 = 𝑛2 = 𝑛3 = 8 

2. Moderate equal sample size when 𝑛1 = 𝑛2 = 𝑛3 = 15  

3. Large equal sample size when 𝑛1 = 𝑛2 = 𝑛3 = 20 

4. Small sample size when 𝑛1 = 2, 𝑛2 = 8, 𝑛3 = 12 

5. Moderate equal sample size when 𝑛1 = 7, 𝑛2 = 10, 𝑛3 = 14 

6. Large sample size when  𝑛1 = 10, 𝑛2 = 15, 𝑛3 = 20 
 

Table 1 

The Bias and Relative Efficiency of the Methods (LS – MML)  

for Equal Sample Size 

Sample 

Size 
 𝝁𝟏 𝝁𝟐 𝝁𝟑 𝜽𝟏 𝜽𝟐 𝜽𝟑 

8 

Bias LS 1.57184 0.61673 2.9179 3.57526 2.82809 1.67745 

Bias MML 1.9723 1.40056 1.41715 3.0864 1.4738 1.1762 

MSE(MML) 

MSE(LS) 
0.60009 0.75018 0.118949 0.747511 0.127906 0.23969 

15 

Bias LS 1.56913 0.610664 0.72305 3.41527 0.97776 1.66595 

Bias MML 1.68492 0.1208 0.2087 2.50667 0.4747 1.09531 

MSE(MML) 

MSE(LS) 
0.419448 0.756327 0.73418 0.99496 0.92007 0.10555 

20 

Bias LS 0.08564 0.03133 0.03793 1.00496 0.0521 0.01347 

Bias MML 0.07471 0.02179 0.03154 1.00557 0.02353 0.01367 

MSE(MML) 

MSE(LS) 
0.03536 0.05906 0.01816 0.01237 0.60009 0.75018 
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Table 2 

The Bias and Relative Efficiency of the Methods (LS – MML)  

for Unequal Sample Size 

Sample 

Size 
 𝝁𝟏 𝝁𝟐 𝝁𝟑 𝜽𝟏 𝜽𝟐 𝜽𝟑 

2,8,12 

Bias LS 2.66761 2.35915 2.57359 1.61408 2.27116 1.46044 

Bias MML 1.455 1.5633 2.0723 1.1208 1.7913 0.9026 

MSE(MML) 

MSE(LS) 
0.00643 0.00675 0.00468 0.00514 0.0047 0.005486 

7,10,14 

Bias LS 1.90076 2.0745 2.07925 1.23285 2.18991 1.40327 

Bias MML 1.185 1.081 1.2147 1.0816 1.3756 0.0749 

MSE(MML) 

MSE(LS) 
0.00389 0.003696 0.00381 0.004082 0.003619 0.004855 

10,15,20 

Bias LS 0.01475 0.01302 0.03792 0.04188 0.13073 0.07973 

Bias MML 0.00957 0.00939 0.0093 0.01119 0.05076 0.03646 

MSE(MML) 

MSE(LS) 
0.001626 0.00161 0.0014 0.00153 0.0074 0.001632 

 

 The bias and relative efficiency of LS and MML methods, to the ANCOVA coefficients 

for unequal slopes with equal variance, are shown in Table (1) using an equal sample size. 

For unequal sample size the results are shown in Table (2). The bias of LS and MML 

estimators will be compared. Besides, the relative efficiency (R.E) using the mean square 

error of the LS and the MML estimators will be discussed. 
 

 According to the simulation study, many results can be concluded.  
 

 First, regardless of whether the sample size is equal or unequal, the bias using the MML 

approach is lower than the bias using the LS method for all model parameters. Also, it can 

be deduced that the MML estimator's bias is not high. On the other hand, when sample size 

grows, the bias of the MML technique lessens. 
 

 Second, the relative efficiency using the mean square error of the MML method 

compared to the LS method is less than one for different cases. It means that the MML 

estimators are more efficient (less variance) than the LS estimators. 

 

6. CONCLUSION AND FUTURE WORK 
 

  ANOVA and multiple linear regression are two extensively used processes, and 

ANCOVA offers a good method for combining their merits. The normal distribution is 

typically believed to be the error term. However, populations are not typical in many 

applications. When the error term is distributed according to the Weibull distribution, the 

goal of this article is to estimate the ANCOVA model parameters. Modified maximum 
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likelihood (MML) and least squares (LS) are two techniques that are contrasted. Our 

findings indicate that, for Weibull error distributions, MML estimators are more effective 

than traditional LS estimators. 

 

Future Work 

 It is advised to compare various scenarios of slopes with variances under a non-normal 

distribution in future study and to employ an analysis of covariance with pre-treatment in 

measuring randomized trials. The parameters of the Weibull distribution can be estimated 

using a variety of techniques. Comparing estimate techniques, like Bayesian estimation, 

with other techniques might produce useful results. 
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